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ABSTRACT Machine learning in Education is receiving more attention from researchers as the number
of students at all levels globally is increasing. To ensure students’ success in K-12 educational institutions
and higher education institutions work needs to be done to assist students, teachers/professors, parents, and
all stakeholders to provide the support that students need. The need and motivation for such systems are
very well-established and thus the aim of this work is to develop a system based on modified machine
learning models to automatically predict students’ performance and subsequently identify students at risk.
The DEEDs dataset is used in this study. Novel features were extracted and applied to well-known classifiers
some of which are ensemble classifiers. These classifiers were also combined with base learners such as
bagging and boosting. The problem was divided into three scenarios; binary classification of the pass and
fail, three class scenarios, and four class scenarios. It was shown that ensemble methods combined with
base learners of boosting and bagging significantly increase the accuracy for binary classification, slightly
increase accuracy for three class problems, and have no significance in increasing the accuracy when the
problem is 4 classes. The ensemble algorithm of bagging and boosting FDT achieved an accuracy of 98.25%
for binary classification and 89.47% for three classes. The standard ensemble FDT achieved an accuracy of
77.19% for four classes. The results obtained for binary classification were compared with results reported
in the extant literature using the same dataset proving that the proposed modified algorithms achieved
better results than similarly proposed methods. The three-class and four-class results could not be compared
because according to the author’s knowledge, there are no research papers published for the same dataset for
multi-class classification.

INDEX TERMS Automation in higher education, ensemble learning, machine learning, multiclass grade
prediction, online activities, student performance prediction.

I. INTRODUCTION
Due to the recent attention of researchers to the field of
machine learning and its practical use in various fields to
benefit stakeholders including decision-makers, researchers
are now in the process of proposing the use of machine
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learning to benefit humankind in various applications. For
instance, in the recent Covid 19 pandemic, researchers have
proposed the use of machine learning to ease the burden on
medical institutions in diagnosing positive cases of Covid [1]
because medical institutions globally were running low on
resources and were overwhelmed. In a different domain,
machine learning was also applied to support establishing
smart cities [2]. Another area that is also drawing a lot of

69586
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0002-5931-9353
https://orcid.org/0000-0002-6574-0187
https://orcid.org/0000-0001-8883-1244
https://orcid.org/0000-0003-1118-7109


G. Latif et al.: Machine Learning in Higher Education: Students’ Performance Assessment

attention is the education sector aiming at enhancing teaching
outcomes, which will be the scope of this current research
work.

Machine learning and data mining can give us helpful
information and insight into predicting students’ performance
during their studies. With this information, we can help stu-
dents perform better, and guide them in the right direction
by making correct and sensible decisions in a timely man-
ner. With the help of Machine Learning and AI methods,
we store different data such as previous grades, to predict
students’ performance with great accuracy [3], [4], [5], [7].
The application of Data Mining techniques in the educational
sector has increased over the years, and many universities
have been collecting massive data related to students’ per-
formance over the years for the sake of analysis and hidden
knowledge extraction [8]. Recently, researchers have been
paying attention to the big data being collected and using
them to create intelligent solutions to enhance the learning
process for students. Some of the use of machine learning
and AI in recent years are government-supported grade pre-
diction and analysis programs. Some of the reasons behind
such analysis is distributing scholarships among potential
students who are most likely to perform well and succeed
in their undergraduate studies. Since, however, it is costly
for the government to offer everyone a scholarship, many
governments have invested in machine learning and AI to
predict students’ success in order to decide on awarding the
scholarship. Another use is to help guide students in the
right direction, predict their performance outcome, and sup-
port them through intervention and tutoring before receiving
their grades. As can be seen, predicting a student’s academic
standing at graduation time can be very useful in helping
institutions select among candidates, or helping potentially
weak students in overcoming educational challenges. Two
approaches were considered in handling such problems both
of which are supervised learning-based approaches. The first
one uses students’ past performance and the second one is
entirely event-driven data based on students’ activities and
interactions with educational systems and resources. Both
approaches rely onmachine learning classification/regression
models by having thesemodels predict students’ performance
as a function of multiple input features. Student performance
refers to the student’s grades in individual courses and also
indicates the student’s progression in the curriculum study
plan. Student assessment refers to any assessment-graded
tasks given in a particular course such as homework, quizzes,
exams, projects, etc. The need for systems based on machine
learning in the education sector whether K-12 Education or
higher education is becoming required to ease the teach-
ing and learning process. Many publishers are integrating
machine learning into their products to offer students mate-
rial and assessments based on their individual needs and
past performance. Machine learning application courses are
offered as multidisciplinary courses across many fields to
ensure that machine learning integrates within all fields.
Machine learning is being integrated into class management

systems, campus life, enrollment, and all others because these
systems contain vast amounts of data that can be easily
processed through machine learning to help the students and
decision-makers as well. Within Academics, the performance
and success of students in their chosen field and within
their semester-long classes is important for students, faculty,
administrators, parents, and other stakeholders. Intervention,
when intervention is needed, would play a great role in ensur-
ing that all students acquire the needed support to succeed.
Even for students who are not deemed at risk, wouldn’t it
be great if a system can inform them what they need to
concentrate on in order to obtain the grade they aspire to
achieve. All this can be achieved if enough data is available
and machine learning systems are put to work in predicting
grades and further analysis to identify students’ weaknesses
and strengths. It is now well established that more work is
required to integrate machine learning systems to analyze
the vast data available for students to produce results that
eventually help students and faculty members. This is the
primary motivation for the current study.

The aim of this paper is to develop a Machine Learning
based system that can predict students’ performance and
thereby identify students at risk. The system is able to do so
based on a dataset consisting not only of students’ grades on
certain tasks but also consisting of students’ behavior while
performing certain tasks.

In this paper, we start by conducting an extensive litera-
ture review to identify the different machine learning-based
methods that researchers have used to predict students’ per-
formance. We will also survey the various types of datasets
that were used in the context of students’ performance predic-
tion, as well as the achieved accuracy. Our proposed method
which is based on ensemble methods combined with base
learners (weak learners) of boosting and bagging is presented
next. We consider 3 different scenarios: binary classification
cases where students are classified as pass or fail students,
multi-classification cases where we initially consider three
class scenarios, and then four class scenarios.

The novel contributions of this paper are briefly summa-
rized as follows:

• We propose a modified machine learning model based
on the ensemble method combined with base learners of
boosting and bagging for student performance predic-
tion and identify students at risk

• We propose the extraction of novel features from within
the DEEDS dataset that has not been explored in previ-
ous literature according to our knowledge.

• We combine data that is grade-based and behavioral-
based on the DEEDS published dataset.

• Our proposed model shows significant improvement in
Binary and Multi-class classification and identification.

• The proposed model achieved higher accuracies and
metric values than other similar research in the extant
literature using the same dataset or similar datasets.

This paper is organized as follows. Previous related
work in this area is outlined in Section II. The proposed
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methodology is detailed in Section III. Results and discussion
of the proposed methodology are given in Section IV. Finally,
the conclusion and future research directions are provided
in Section V.

II. RECENT STUDIES
Machine learning has gained research momentum over the
last decadewith the advancement of computing power and the
development of complex graphical processing units. Machine
learning has been applied in areas of healthcare [9], busi-
ness [10], agriculture [11], stock market economy [12], and
others. The use of machine learning in a specific area of
education is also detailed in this section.

In [13], the authors proposed a system that will predict
how likely a student might drop out. The authors suggested
system benefits institutions in reducing student dropout,
as it is a major concern in the education and policy-making
communities. The authors used three machine learning mod-
els (regularized logistic regression, k-nearest neighbors, and
random forest) to predict the binary dropout variable. The
author’s dataset consisted of 32,500 student transcript records
from the largest public universities. Their proposed system
achieved 66.59% accuracy for logistic regression, 62.24% for
random forests, and 64.60% for k-nearest neighbors. In [14],
the authors proposed developing a system that predicts stu-
dents’ performance. The authors focused on using students’
past academic records. The authors used a neural network
as the machine learning technique. They used a dataset con-
sisting of a training set of 60 students and validation of
10 students to predict marks on some courses. Their proposed
model achieved 70.48% accuracy.

In [15], the authors proposed a method to predict students’
final grades. They focused on gathering students’ comments
about each class that reflects their level of understanding and
the difficulties that the students might face. They employed
Word2Vec and Artificial Neural Network (ANN) to predict
students’ final grades for each class. The author’s dataset
includes students’ comments that were collected in each class
which includes 15 lessons. 123 students were asked to fill
out a questionnaire about their learning level. They achieved
different accuracies for each grade. For grade S, the aver-
age accuracy reported was 87.3%, Grade-A 79.1% average
accuracy, grade-B 85.0% average accuracy, grade-C 88.5%
average accuracy, and for grade-D 89.5% average accuracy.

In [16], the authors proposed a system that predicts
dropout intentions and students’ grades. They focused on
gathering information that represents student academic data.
The authors used Logistic Regression (LR), Gaussian Naïve
Bayes (GB), Support Vector Machine (SVM), Random
Forest (RF), and Adaptive Boosting (AdaBoost) classifica-
tions. Their dataset consisted of 3,463 students majoring in
law, 526 students majoring in mathematics, and 455 com-
puter science students. Their system achieved 83% accuracy
for the degree in computer science, 76% average accu-
racy for law, and 61% average accuracy for mathematics.

In [17], the authors proposed a system that predicts students’
performance in academic institutions. The authors used cor-
relations, multiple regressions, and process mining to analyze
and predict students’ performance. The author’s dataset con-
sisted of MOOC data from Coursera, performance data, and
course evaluation to analyze on-campus courses. The authors
reported a 75% average accuracy.

In [18], the authors developed a system that predicts
students’ performance using conventional statistical anal-
ysis and neural networks. The dataset consisted of stu-
dents’ socioeconomic backgrounds and entrance examination
results at Chinese universities. They reported an 84.8% aver-
age accuracy prediction using ANN. In [19], the authors
proposed using an ANN to predict students’ grades. They
suggested that with such a system, educational services will
improve, and students will be able to get the assistance
that they need based on their predicted performance. The
authors used ANN models to predict the student’s perfor-
mance and grades. The author’s dataset consisted of thirty
students that were collected randomly from the Department
of computer science at Tai Solarin University. They reported
a 92.7% average accuracy in predicting students’ final grades
using ANN.

In [20], the authors used machine learning techniques to
predict students’ performance and results. They suggested
that such a model will be able to identify weak students
who may need some assistance and guidance. The authors
applied five machine learning algorithms to the dataset and
reported different accuracies. The machine learning algo-
rithms used for classification were Decision Tree (DT) with
C4.5 algorithm, ANN with Multi-Layer Perceptron (MLP),
Bayesian Network (BN) with Naïve Bayes (NB), Support
Vector Machine (SVM) with Sequential Minimal Optimiza-
tion (SMO), Lazy Learners with incremental learning, and
1-Nearest Neighborhood (1-NN). The dataset consisted of
undergraduate students majoring in Computer Science. The
authors reported 79% average accuracy for training and 66%
average accuracy for testing.

In [21], the authors used ANN models to predict students’
performance based on one factor. The academic students’
results were used to predict the performance of the stu-
dents using Multilayer Perceptron (MLP) and Generalized
Regression Neural Network (RNN). The dataset consisted
of 100 graduated students’ academic results. The authors
reported 75% average accuracy using MLP and 95% average
accuracy using Generalized RNN. In [22], the authors used
ANN to predict students’ performance in e-learning courses.
The dataset consisted of 3,518 university students who are
taking e-learning courses. They reported 80.47% average
accuracy. In [23], the authors used ANN with a feed-forward
backpropagation algorithm to predict students’ performance
in the College of Engineering and information technol-
ogy. The goal of the study was to identify students who
will have extraordinary performance. The dataset consisted
of sophomore students’ records majoring in engineering.
They reported 84.6% average accuracy. In [24], the authors
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proposed a system to predict students’ future grades based
on students’ past performance. The authors used the Prefix
tree for the Sequential Pattern (PSP) algorithm. They used
the Canvas network dataset and reported a 95.24% average
accuracy. In [25], the authors used data mining techniques
to predict students’ performance. The algorithms that were
used are NB, MLP, and C4.5. The author’s dataset was
collected using a questionnaire survey for the 2010-2011
academic year. They reported 76.65% average accuracy for
NB, 71.20% average accuracy for MLP, and 73,93% average
accuracy for C4.5.

In [26], the authors applied an instance-based learning
classifier, decision tree, and NB machine learning algorithm
to predict student performance. The author’s dataset consisted
of collecting the log data from the learning management sys-
tems (LMSs) and reported 97% average accuracy. In [27], the
authors used SVM and KNN algorithms to predict students’
final examination grades. The dataset was obtained from the
University Minho in Portugal which includes 395 data sam-
ples of math subjects. They reported 96% average accuracy
using SVM and 95% average accuracy using KNN. In [28],
the authors used Neural Network and NB classification to
predict students’ final grades. The author’s dataset consisted
of 181 student records from North South University. They
reported 75% average accuracy.

In [29], the authors have attempted on predicting stu-
dent performance using three categories of features: student
engagement, demographics, and performance data. Using
classification models, they were able to predict at-risk stu-
dents, and using regressions models, they were able to
predict students’ scores. The authors used several classifi-
cation and regression models. For classification, they used
an SVM, DT, ANN, NB, and KNN. For regression, they
used SVM, ANN, DT, Bayesian Regression (BN), K-NN,
and Linear Regression (LR). These models were tested on
an open university learning analytics dataset (OULAD).
Performance-wise, ANN achieved better performance than
other models: for classification, the model achieved an
F1-score of approximately 96%, and for regression, themodel
achieved a Root-Mean-Square Error (RMSE) of approxi-
mately 14.59.

The author in [30] used an e-learning simulation soft-
ware called DEEDS to construct a dataset to track students’
interactions during an online lab class in terms of editing
text, the number of keystrokes pressed, time spent on each
activity, etc., along with the exam score achieved in the
session. The prediction model developed was able to, using
a total of 86 novel statistical features, predict whether a
student’s performance is low or high. In the experiments
conducted, five popular classifiers were used: RF, SVM, NB,
LR, and MLP. Performance-wise, the model achieved the
best classification accuracy performance of 97.4% using the
RF classifier. By using historic exam grades and in-progress
course exam grades, authors in [31] were able to identify
‘‘at-risk’’ students per area and per subject. Based on
real-time feedback on students’ performance, appropriate

remedial strategies were employed to improve retention
rates. The study was conducted on 335 students and 6,358
assessment grades considering 68 subjects categorized into
7 different knowledge areas. A Decision Tree was used in
their model to classify students into either passing or failing.
The best model accuracy performance reported was 96.5%.
Though the proposed model achieved reasonably high classi-
fication accuracy, it suffers from the complexity of the model
in terms of a number of classes being performed (2 classes –
good or bad performing students).

TheDEEDS dataset discussed earlier was also used in [32],
using several machine learning models, to perform a compar-
ative analysis. The models used were ANN, LR, DT, SVM,
and NB. Average time, total activities, average mouse clicks,
related activities in an exercise, average keystrokes, and aver-
age idle time per exercise, were the features the authors
extracted and considered. Compared with other models used,
SVM achieved the best accuracy of 94%.

The authors in [33] have considered a similar study while
considering the same DEEDS dataset. The authors have
conducted their study considering the 5 features: average
idle time, average time, the total number of activities, total
related activity, and the average number of keystrokes. The
best-achieved performancewhen considering 5 different clas-
sification algorithms was 80% when considering the Alpha
Investing technique on an SVM-based model. The study
in [33] has focused only on a binary model (good vs. bad
performing students) which is a major shortcoming of the
proposed model. Also, in [33] the authors have abstracted the
set of proposed features and did not differentiate, for instance
between the types of activities within a single exercise.

The authors in [34] have considered applying neural
network-based classifiers to predict low-grade students and
high-grade students. The authors concluded that students
attained performance is proportional to he level of difficulty
of the lab topics being covered. Similar to [33], the proposed
model did not perform in terms of achieved accuracy which
ranged between 0.7 and 0.8.

As mentioned in the introduction of this section, machine
learning research is changing the way we view things and
the way many industries operate. It is the intention of the
authors to make use of machine learning in education to
assist students in being informed of their academic progress
and success as well as to provide a means for professors
and institutions to intervene with students at-risk to assist
them to succeed. Table 1 shows the summary of the recent
literature for student grade prediction using machine learning
techniques along with the dataset used and the best average
accuracy reported.

III. PROPOSED METHODOLOGY
The proposed methodology attempts to build a classification
model to predict students’ performance using an online stu-
dent engagement dataset as shown in Figure 1. In this attempt,
themodel will also be able to provide other useful information
such as identifying students at-risk. The modified method
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TABLE 1. Summary of the recent literature for student grades prediction
using machine learning techniques (2016-2022).

uses the same dataset of [30] where the author aggregates
semantically similar activities resulting in a total of 9 different
activities (down from 15). Our approach follows a standard
machine learning-based prediction model where the dataset
is initially pre-processed to exclude the non-relevant data
and ensure that the dataset is properly formatted for further
processing. The dataset cleaning phase is followed by a
feature extraction step where a total of 254 features were
extracted to be used for the performance prediction. This
contrasts with the extracted features in [22] and [26], where
the authors considered 84 features and 30 features, respec-
tively. Our model considers extracting the following 7 types
of features for each type of student activity and each session:
(1) Total_idle_time_for_each_exercise, (2) mouse_wheel
count, (3) mouse_wheel_click count, (4) mouse_click_
left count, (5) mouse_click_right count, (6) mouse_
movement count, and (7) keystroke count. Details of these
extracted features are described in section III-B.

Contrary to the prediction models presented in [30]
and [33], where the authors considered a binary classifi-
cation of students in terms of either achieving a ‘‘good’’
performance or a ‘‘bad’’ one, the proposed model attempts
to extend the model to consider more classes. Initially, and
for the sake of performance comparison of our proposed

FIGURE 1. Workflow of the proposed system.

model with the existing ones, we consider 2 classes ‘‘pass’’
or ‘‘fail’’ of students, where ‘‘pass’’ corresponds to students
achieving at least 40% of the total grade, and ‘‘Fail’’ oth-
erwise. Where fail is considered the students at-risk. In the
second set of experiments, we consider a set of 3 classes
where students are categorized in either of the following
3 categories: ‘‘Very Good’’ – where students achieve a total
performance between 70% and 100%, ‘‘Good’’ – where stu-
dents achieve a total performance between 40% and 69%,
or ‘‘Failure’’ – where students achieve a total performance
between 0% and 39%. Where Good and Failure are consid-
ered the students at risk. A further enhanced proposed model
suggests increasing the number of classes into 4 classes as
follows: ‘‘Excellent’’ – where students achieve a total grade
between 80% and 100%, ‘‘Fair’’ – where students achieve a
total grade between 60% and 79%, ‘‘BelowAverage’’ –where
students achieve a total grade between 40% and 59%, and
‘‘Failure’’ – where students achieve a total grade between 0%
and 39%. Where Below Average and Failure are considered
the students at-risk. Prediction results were collected using
the following set of classifiers being applied in a standard
manner as well as along with ensemble learning (boosting
and bagging): (1) Random Forest (RF), (2) Fast Decision
Trees (FDT), (3) Bayesian Network (BN), (4) Support Vector
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Machine (SVM), (5) Naïve Bayesian, and (6) Linear Regres-
sion. The performance results of our proposed model were
compared to that in [30], [32], [33], and [34] where the same
DEEDS dataset was used.

A. EXPERIMENTAL DATASET
In this paper, the authors chose the Digital Electronic Edu-
cation and Design Suites (DEEDS) dataset that uses a pro-
prietary Enhanced Learning Technology (ELT) to capture in
real-time, the in-class student behavior and interaction [35].
This is considered one of the few globally available datasets
that provided this information. What sets DEEDS apart is
the data available which consists of the learning environ-
ment, time spent on each problem, average idle time, average
keystrokes applied, the performance achieved per session,
and the type of online activities that each student was per-
forming, etc. The richness of the data available provided
an opportunity for developing a classification technique that
can outperform similar techniques being applied to the same
dataset. The detailed dataset features description is shown
in Table 2.

TABLE 2. Summary of the DEEDS dataset log statistics.

The DEEDS dataset developed at the University of Genoa,
Italy in 2015 was developed by logging the students’ interac-
tions while doing class activities and exams. Students learn
a certain topic in the sessions and for each one of the 6 lab
topics, students were required to perform exercises that range
in number from 4 to 6. The session maximum grade was set at
either 4 or 6 depending on the activity and topic. During each
activity and exam, all students were logged for a complete
and comprehensive view of their behaviors while performing
the activities and exams. For instance, in a study session,
student activities are recorded by the DEEDS platform. These
activities are a collection of 1 or many of the 15 possible
activities such as using a text editor, using a simulation timing
diagram tool, reviewing study material, etc. After attending
all lab sessions, students will be taking an exam where ques-
tions are chosen to cover each of the six lab topics. DEEDS
creates a separate file for each student attending a session and
adds a new entry every one-second interval. It is important to
mention that the number of sessions in the DEEDS dataset is
6. Students were tested with an intermediate and final exam
in all sessions except for the first one, where no exercises

nor exams were taken. Session 1 data was eventually filtered
from our processed dataset. The attained grades will be used
to label the used data.

B. DYNAMIC FEATURES EXTRACTION FROM ONLINE
ACTIVITY
To predict students’ performance, we consider an extended
list of features, all features categorized in either of the fol-
lowing 3 categories: (1) features based on the count of each
of the 9 types of Activities, (2) features based on the count
of Timing statistics, and (3) features based on the count of
peripheral activity. These features were collected per student
and per session. we propose adopting 252 new features which
include the 86 features considered in [22] to better describe
each of the students’ 9 activities depicted in Table 3 in terms
of the 7 categories of features shown in Table 4.

TABLE 3. Online student activity types along with their frequency.

TABLE 4. New extracted features definition.

The extracted 252 features are broken down – for each
feature, into 36 per feature type (a total of 7 as shown in
Table 4). For each type of feature, statistics were collected
in each exercise (a total of 4) and for each type of activity
(a total of 9) as shown in Figure 2. Figure 2 shows that fea-
tures are extracted for each exercise using the online student
activity within each exercise. From each online activity, the
7 categories listed in Table 4 are extracted as features for the
particular activity for the particular exercise for each student.

For the ‘‘Idle_time’’ type of features, they were calculated
by summing up the total idle time per exercise and per type of
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FIGURE 2. Characterization for the extracted 252 features based on each activity and exercise.

activity, resulting in a total of 36 features. These are captured
in the matrix T as shown in Equation (1).

T =


t1,1 t1,2 t1,3 . . . t1,9
t2,1 t2,2 t2,3 . . . t2,9
t3,1 t3,2 t3,3 . . . t3,9
t4,1 t4,2 t4,3 . . . t4,9

 (1)

Matrix T is a 4 by 9 matrix, element ‘‘ti,j’’ represents the
total sum of Idle_time in exercise ‘‘i’’ for activity ‘‘j.’’ For
instance, ‘‘t1,3’’ represents the total Idle_time spent by a spe-
cific student in exercise 1 for activity 3 (‘‘Study’’) calculated
as shown in Equation (2).

ti,j =

∑
1→n

IdleTime (2)

where n is the total count of occurrence of idle times in
exercise i and activity j.
Following the definition of matrix T, the 36 ‘‘Idle_time’’

related features are depicted in Equation (3).

Fk={1→36} = t⌈k/9⌉,k−9⌊k/9⌋ (3)

In Equation 2,F1 for instance= t1,1 represents the total idle
time spent in exercise_1 for the ‘‘Editing’’ type of activity.

The next category of peripheral-based features – fea-
tures 2 through 7 as depicted in Table 4) were extracted
per exercise and per activity type in the same way as the
‘‘Idle_time’’ related features were extracted. For instance, the
‘‘Mouse_Wheel’’ type of features was calculated by summing
up the total ‘‘Mouse_Wheel’’ count per exercise and per type
of activity, resulting in a total of 36 features. These are
captured in the matrix MW as shown in Equation (4).

MW =


mw1,1 mw1,2 mw1,3 . . . mw1,9
mw2,1 mw2,2 mw2,3 . . . mw2,9
mw3,1 mw3,2 mw3,3 . . . mw3,9
mw4,1 mw4,2 mw4,3 . . . mw4,9

 (4)

Matrix MW is a 4 by 9 matrix, element ‘‘mwi,j’’ represents
the total sum of the ‘‘Mouse_Wheel’’ count in exercise ‘‘i’’
for activity ‘‘j.’’ For instance, ‘‘mw1,3’’ represents the total
‘‘Mouse_Wheel’’ spent by a specific student in exercise 1 for
activity 3 (‘‘Study’’) calculated as shown in Equation (5).

mwi,j =

∑
1→n

Mouse_Wheel (5)

where n is the count of occurrence of Mouse Wheel in exer-
cise i and activity j. Following the definition of matrix MW,
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the 36 Idle_time related features are depicted in Equation (6).

Fk={37→72} = mw⌈k/9⌉,k−9⌊k/9⌋ (6)

In Equation 6, F37 for instance = mw1,1 represents the
count of the ‘‘Mouse_Wheel’’ in exercise 1 for the ‘‘Editing’’
type of activity.

The same process is being considered to extract the
remaining 180 features (Fk={73→252}) for the remain-
ing 5 peripheral-related activity features namely: ‘‘Mouse_
Wheel_click,’’ ‘‘Mouse_click_left,’’ ‘‘Mouse_click_right,’’
‘‘Mouse_movement,’’ and ‘‘Keystrokes’’ resulting in 36 new
features per peripheral activity.

C. CLASSIFICATION
In the context of Machine Learning, classification is defined
as the process of grouping or categorizing data into a
pre-defined number of classes. It is considered a pattern
recognition techniquewhere various classification algorithms
may be applied to historic training data to find hidden patterns
with the purpose of making future predictions on data with
the same set of characteristics (aka. Features) and unknown
classes. Based on the application domain, the data distri-
bution, and the number of targeted classes, classification
tasks may fall under any of these 4 categories: (1) Binary
classification – where targeted classes can be any of 2 values,
(2) Multi-class classification – where targeted classes can be
more than two values, (3) Multi-label classification – where
one instance of the dataset can have more than one label,
and (4) Imbalanced classification – where the instances of
the dataset under study have a skewed or biased distribu-
tion of labels. In the literature, many existing algorithms
can be applied to classify instances. These include Naive
Bayes, Decision Tree, K-Nearest Neighbor, Support Vector
Machine, Logistic Regression, etc. In this research work,
we consider modeling the student prediction problem as a
binary classification problem in the first step, then extend
the model to a multi-class classification problem. Our model
applies the following six base learner models: Random Forest
(RF), Fast Decision Trees (FDT), Bayesian Network (BN),
Support Vector Machine (SVM), Naïve Bayesian (NB), and
Linear Regression (LR). We propose the use of the ensemble
method to include boosting and bagging on the 6 standard
classifiers to increase the accuracy.

In the next subsections, a brief description of the top
performing classifiers as well as the boosting and bagging
techniques are provided.

1) RANDOM FOREST (RF)
Random Forest (RF) is a supervised ensemble learning
method used primarily for classification and regression [36],
[37]. Themethod forms an ensemble by constructing a collec-
tion of decision trees with controlled variation by combining
Breiman’s bagging sampling technique [38], and the ran-
dom selection of features, initiated independently. Compared
with other ensemble learning methods, RF is known for
its high accuracy and robustness to noise and overfitting.

Consequently, it caught the attention of many researchers
who produced several extensions of it to further improve its
performance.

Although increasing the number of trees in an RF has
the potential of increasing the accuracy, RF often involves
higher time and space to train the model as the number of
trees increases. Furthermore, empirical and theoretical stud-
ies conducted by [39] clearly demonstrated that adding more
trees to an RF beyond a certain limit (i.e. 500 trees) does not
necessarily improve accuracy.

Given a training set X = x1, . . . , xn with class labels Y =

y1, . . . , yn, bagging repeatedly selects random samples with
replacement from the training set and constructs trees from
these samples to form an RF ensemble:

For m = 1, . . . , M.
• Sample with replacement n training examples from X,
Y and call these Xm and Ym.

• Using Xm and Ym, train a classification or regression
tree fb.

By averaging the predictions from all the individual regres-
sion trees (or by taking majority voting in the case of
classification trees), predictions for unseen samples x ′ can be
made based on Equation 7.

f ∧
=

1
B

B∑
b=1

fb(x ′) (7)

2) FAST DECISION TREE (FDT)
FDT is an extension of the traditional Decision Tree (DT) that
was mainly developed to improve the performance of DT.
Like a DT, an FDT is a supervised learning technique that
can be used for both classification and regression problems.
It is a tree-based classifier, where the features of a dataset are
represented as internal nodes, branches represent the decision
rules, and each leaf node represents the outcome. To improve
the performance of DTs, many researchers developed FDTs
that are much faster to train and evaluate [40]. Due to their
efficiency, FDTs are used in many real-time applications
where data is created in real-time and tend to perform much
better than DTs.

3) BAYESIAN NETWORK (BN)
BNs are also known as belief networks (or Bayes nets for
short). Bayesian networks (BNs) are graphical structures
used to represent knowledge about an uncertain domain [41].
Each node in the graph corresponds to a random variable,
and each edge represents the conditional probability for the
corresponding random variables. Because conditional prob-
abilities in the graph are often estimated by using known
statistical and computational methods, BNs are considered
multi-disciplinary combining principles from graph theory,
probability theory, computer science, and statistics.

Key advantages of BNs include efficiency in learning and
query answering, and their ability to handle small and incom-
plete datasets. Due to the lack of a universally acknowledged
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method for constructing BNs from data, the design of BNs is
hard to make compared to other networks.

4) BOOSTING ENSEMBLE LEARNING
Boosting is an incremental process of building a sequence
of classifiers, where each classifier works on the incorrectly
classified instances of the previous one in the sequence [42].
Boosting is known to be resilient and robust to overfitting.
On the downside, it tends to be sensitive to outliers and is
considered hard to implement in real time due to the increased
complexity of the algorithm.

A good representative of boosting ensemble learning is
AdaBoost which is based on Equation (8).

FT (x) =

T∑
t=1

ft (x) (8)

where each ft is a weak learner that, for each sample in
the training set, produces an output hypothesis that fixes
a prediction for that sample. A weak learner is selected at
each iteration t, and by assigning it a coefficient αt , the total
training error Et of the resulting t-stage boosted classifier is
minimized as shown in Equation (9).

Et =

∑
i

E[Ft−1 (xi) + αth(xi)] (9)

5) BAGGING ENSEMBLE LEARNING
The bagging technique, also known as bootstrap aggregation,
is considered the most famous method [43]. It was intro-
duced by [44] where each decision tree in the ensemble is
created using a sample with replacement from the training
data. Statistically speaking, the sample is likely to have about
64% of instances appearing at least once in the sample and
are referred to as in-bag-instances. The remaining instances
(about 36%), are referred to as out-of-bag (OOB) instances.
Minimizing overfitting, improving the model’s accuracy, and
dealing with higher dimensional data efficiently are key
advantages of bagging. Despite its ability to improve accu-
racy, bagging can be computationally expensive.

6) NAÏVE BASED (NB)
Considered one of the simple andmost effective classification
algorithms, NB helps in building fast machine-learning mod-
els that can make quick predictions [45]. Because it predicts
on the basis of the probability of an object, it is considered a
probabilistic classifier. It is highly scalable and is not sensitive
to irrelevant features.

One noticeable drawback of NB is that it assumes that all
features in the dataset are independent or unrelated, which
rarely happens in real life. Consequently, this assumption has
the potential of limiting its application to real-world datasets.

7) SUPPORT VECTOR MACHINE (SVM)
An SVM classifier is a supervised learning algorithm capa-
ble of performing classification and regression analysis [9].
It uses several types of kernels to solve non-linear problems

by transforming linearly inseparable data into linearly separa-
ble ones. Amajor drawback of SVM is that it doesn’t perform
well for large datasets due to high training time.

8) LOGISTIC REGRESSION (LR)
Used for both classification and regression, LR is consid-
ered one of the most commonly used binary classification
algorithms [30]. It is easy to implement, interpret, and very
efficient to train. It performs well when the dataset is linearly
separable. Its major drawback, however, is that it is limited to
binary classification.

IV. RESULTS AND DISCUSSION
In this section, we report the performance results of the
proposed models on the DEEDS dataset. These results were
reported for each of the classification scenarios (binary,
3-classes, and 4-classes) while considering the following
set of metrics: accuracy, precision, recall, and F1-Measure.
For binary classification, out of a total of 575 records, Pass
has 408 and Fail has 167 records. For the 3-classes, Very
Good has 285, Good has 123 and Failure has 167 records.
Similarly, for the 4-classes, Excellent has 107, Fair has 178,
Below Average has 123 and Failure has 167 records. It is
important to mention that the experimental setup consists of a
random distribution-based model where 80% of the data was
randomly used (resulting in 460 records ∼ 4 data sessions)
for training and 20% being used for testing (115 entries ∼

1 data session).
All the experiments are performed using the standard

parameters for different classifiers. For the Boosting based
experiments, AdaBoost.M1 is used which was proposed by
Yoav and Robert [46], and for Bagging based experiments,
used Bagging Predictor method proposed by Leo [44] . For
both algorithms (Boosting and Bagging), a batch size of
100 for 10 epochs while the parameters of each classifier
were kept to their default values as follows. For the SVM
classifier, the learning rate, Loss, Soft margin, and Batch size
were set to 0.001, 0.1, 1, and 100, respectively. The Kernel
Radial Basis Function (RBF) and Optimizer Sequential Min-
imal Optimizer (SMO) were also used. For the RF classifier,
the model was run with the batch size, Epochs, and Tree
depth being set to 100, 100, and 20, respectively. For the NB
classifier, the model was run with the batch size, Distribution,
and Discretization set to 100, Normal, and False, respectively.
For the FDT classifier, the model was run with the batch size
and Learning rate set to 100 and 0.001, respectively. For the
LR and BN classifiers, both models were run with the batch
size set to 100. In the case of BN, the Simple Bayesian Net
estimator and Hill Climbing Search Algorithm were used.

Table 5 shows the experimental results for binary per-
formance prediction using the standard learning algorithm,
and the base learners using boosting and bagging on the
6 standard classifiers Random Forest (RF), Fast Decision
Trees (FDT), Bayes Network (BN), Support VectorMachines
(SVM), Naïve Bayes (NB), and Logistic Regression (LR).
Comparing the results in Table 5, it can be observed that the
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best results (in bold) were obtained using the FDT classifier
enhanced with the base learners boosting and bagging which
does the learning process independently and in parallel. For
boosting, however, the learning is done sequentially and
based on the results from the previous learner. The highest
achieved results in this experiment were 98.25% accuracy,
0.983 precision, 0.982 recall, and 0.982 F1-measure. In this
experiment, only binary classification of pass/fail was used
as labels. The results obtained in this experiment can also be
compared with the results reported in the extant literature for
the same binary classification and using the same dataset as
used in [28], [29], and [30].

TABLE 5. Experimental results for two-class (Pass/Fail) performance
prediction using the proposed features with different ensemble
learning classifiers (boosting and bagging).

Figure 3 shows the confusion matrix for the standard FDT
and the base learners of boosting FDT and Bagging FDT.
Enhancing the learning algorithms with the base learners of
boosting and bagging has increased the True Positive TP to
100% as compared to the TP using the standard methods
where the TPwas only 97.5%. This increase of 2.5% becomes
more significant as the complexity of the classification prob-
lem increases.

The experiment was repeated under the same setup for
three classes: Very Good, Good, and Failure with correspond-
ing scores of 70%-100%, 40%-69%, and 0%-39% as shown
in Table 6. Using the standard classifier applied to theDEEDS
dataset, the highest achieved accuracy was obtained when
using FDT with an accuracy of 89.47, precision of 0.913,
recall of 0.895, and F1-measure of 0.888. When using the
boosting base learners (basically the learning is done sequen-
tially and based on the results from the previous learner), the
highest results, in this case, were for the BN classifier with an
accuracy of 84.21%, precision of 0.836, recall of 0.842, and
F1-measure of 0.838. We notice a slight drop in the accuracy
metrics (compared to binary classification) which is due to

FIGURE 3. Confusion matrix-based comparison for FDT for two class
performance prediction.

the added complexity of considering a third label.When using
the bagging base learners, FDT again achieved the best results
with an accuracy of 89.47%, precision of 0.9, recall of 0.895,
and F1-measure of 0.892. Compared to the standard, the F1
measure was the onlymetric that showed improvement. Over-
all, in the case of three label performance prediction problem,
the FDT along with the bagging ensemble method achieved
the best overall results taking all metrics into account.

Figure 4 describes the confusion matrices for the stan-
dard FDT, boosting BN, and bagging FDT. Though we
achieved almost similar results when using standard FDT and
bagging FDT in Table 6, however, now zooming into the
Bagging FDT confusion matrix, it becomes apparent that
the bagging FDT performed better, and it justifies the rela-
tively high F1-measure being observed in this case compared
to other models.

The experiments were repeated for four classes: excellent
80%-100%, Fair 60%-79%, Below Average 40%-59%, and
Failure 0%-39% as shown in Table 7. In this case, we observe
that the ensemble learning algorithms (boosting and bagging)
did not have a positive effect on the results. On the contrary,

TABLE 6. Experimental results for three-class performance prediction
using the proposed feature with different classifiers with ensemble
learning (boosting and bagging).
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the highest achieved results were recorded using the standard
algorithms applied to the DEEDS dataset using the FDT
classifier. For standard FDT, the accuracy was 77.19%, the
precision was 0.809, the recall was 0.772, and the F1 measure
was 0.78. The lowest metric results were obtained when using
the boosting ensemble learning with the RF classifier where
an accuracy of 73.68%, a precision of 0.781, a recall of 0.737,
and an F1 measure of 0.745 were achieved. We still see in
this case that the standard FDT is closely followed by the
ensemble algorithm bagging using the BN classifier. The
problem of having four classes is extremely complex for a
complex dataset used in the work, in addition, to the number
of features being extracted. The FDT decision tree is an
ensemble method on its own and thus is extremely powerful
in the classification process. Hence, it is arguably logical that
as the number of classes increases with the same number of
features, the traditional ensemble algorithms such as FDT
will achieve the highest accuracy, and the base learners such
as boosting, and bagging will have little to no effect.

The experiments were repeated for four classes: excellent
80%-100%, Fair 60%-79%, Below Average 40%-59%, and
Failure 0%-39% as shown in Table 7. In this case, we observe
that the ensemble learning algorithms (boosting and bagging)
did not have a positive effect on the results. On the contrary,
the highest achieved results were recorded using the standard
algorithms applied to the DEEDS dataset using the FDT
classifier. For standard FDT, the accuracy was 77.19%, the
precision was 0.809, the recall was 0.772, and the F1 measure
was 0.78. The lowest metric results were obtained when using
the boosting ensemble learning with the RF classifier where
an accuracy of 73.68%, a precision of 0.781, a recall of 0.737,
and an F1-measure of 0.745 were achieved. We still see in
this case that the standard FDT is closely followed by the
ensemble algorithm bagging using the BN classifier. The
problem of having four classes is extremely complex for a
complex dataset used in the work, in addition, to the number
of features being extracted. The FDT decision tree is an
ensemble method on its own and thus is extremely powerful
in the classification process. Hence, it is arguably logical that
as the number of classes increases with the same number of
features, the traditional ensemble algorithms such as FDT
will achieve the highest accuracy, and the base learners such
as boosting, and bagging will have little to no effect.

Figure 5 shows the confusion matrix for the standard FDT,
boosting RF, and bagging BN. We can observe through the
confusion matrix that standard FDT achieves the best results
followed by bagging BN and finally boosting RF.

Figure 6 shows a summary of predictions using one session
of testing and the rest of the four sessions for the training.
As can be seen, the boosting and bagging ensemble set of
algorithms in the case of binary classification, both compete
in achieving the highest accuracy in each session. Looking at
the sessions S2-S6, we observe that the achieved performance
of the boosting and bagging depends on the session being
considered, however, as was shown in Table 4 the overall
average accuracy was the same for both. For the case of

TABLE 7. Experimental results for four-class performance prediction
using the proposed feature with different classifiers with ensemble
learning (boosting and bagging).

three classes, the standard and bagging algorithms achieved
comparable high performance in terms of accuracy in most
sessions. In the case of the four classes, the standard is
showing more superiority in achieving the highest accuracy.
It is easily observed in this case, that when using standard
ensemble methods such as FDT, the accuracy achieved when
increasing classes is already high, and combining them with
base learners of boosting and bagging has little to no effect
on the overall model performance.

It is important to mention that, though the achieved results
for the 3-class and 4-class prediction models, which were
constructed by combing ‘‘ensemble-based methods’’ and
standard classification algorithm, were close to 90% accu-
racy. Higher performance will be achieved with a larger
dataset in terms of the number of students taking part in
this exercise (115 students in the case of DEEDS) leading
to a larger training dataset and eventually a more accurate
prediction model.

As stated above, most of the previous literature used the
same dataset for binary classification, and thus we can com-
pare the results obtained in this work for binary classification
with those reported in the extant literature. Figure 7 shows
the comparison of the results obtained in this work with three
works from the extant literature that used the same dataset,
and we observe that for all metrics, the proposed modified
process and method in this work has the highest performance
compared with those reported in the extant literature.

The three-class and four-class results could not be com-
pared because according to the author’s knowledge, there
are no research papers published for the same dataset for
multi-class classification. However, the results obtained for
multi-class classification using the proposed method were
significant. The results obtained for multi-class classification
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FIGURE 4. Confusion matrix-based comparison for top classifiers for three class performance prediction.

FIGURE 5. Comparison of best-performing classifiers (FDT, RF, BN) based on the confusion matrix for four grading classes prediction.

FIGURE 6. Comparison of accuracies per session for 2 classes, 3 classes, and 4 classes of student grades.
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FIGURE 7. Proposed model performance comparison with the latest literature performance using the same dataset for binary classification.

are in some cases higher than results reported for binary
classification in the extant literature. The multi-class problem
is usually complex and stands for improvement in future
research work.

The research presented in this work can stand as a baseline
for other researchers tackling the students’ performance pre-
diction problem using dynamic data obtained from students
and combined with the student’s static data. Dealing with
datasets of students’ static data such as grades on various
assessments is a much easier problem than approaching the
student performance from a holistic perspective that takes stu-
dents’ behavior while taking the assessments into account in
addition to their grades. In the future, this can lead researchers
to identify students with learning disabilities and be able to
diagnose the disability from behavior in assessments. It can
be also expanded to identify students with emotional and
psychological problems that might need intervention from
counselors.

V. CONCLUSION
In this work, we propose a modified machine learning model
for student performance prediction and identification of stu-
dents at risk. The dataset used in this work is one of few
that is globally available that provides information on stu-
dent interaction with classroom activities as well as their
results. The uniqueness of the dataset is that it deals with
the dynamic aspects of a student rather than just the static
data related to the student like grades in homework, quizzes,
and exams. This makes it unique in such a way that it sets
the pace for developing a holistic dataset that can capture
both dynamic and static data related to students. For example,
we hope to see future datasets that can capture not only
students’ interaction but also the student’s state of mind and
the student’s psychological and socioeconomic aspects as
well as the student’s static data. This kind of dataset will bring
us closer to developing a machine learning system that is

able to know the student individually to predict their success
and be able to concurrently suggest remedial action if the
student is not doing well. As these remedial actions are not
always academic and could be related to other aspects such
as counseling.

Using the available dataset, we propose a modified
machine learning algorithm that predicts students’ perfor-
mance and identifies students at risk. The problem was
divided into three scenarios; binary classification of the pass
and fail, three class scenarios, and four class scenarios.
It was shown that ensemble methods combined with base
learners of boosting and bagging significantly increase the
accuracy for binary classification, while slightly increasing
the accuracy for three-class and four-class problems. The
ensemble algorithm of bagging and boosting FDT achieved
an accuracy of 98.25% for binary classification and 89.47%
for three classes. The standard ensemble FDT achieved an
accuracy of 77.19% for four classes. The results obtained
for binary classification were compared with results reported
in the extant literature using the same dataset proving that
the proposed modified algorithms achieved better results
than similarly proposed methods. The three-class and four-
class results could not be compared because according to the
author’s knowledge, there are no research papers published
for the same dataset for multi-class classification. However,
the results obtained for multi-class classification using the
proposed method were significant. The results obtained for
multi-class classification are in some cases higher than results
reported for binary classification in the extant literature.
The multi-class problem is usually complex and stands for
improvement in future research work.

The research presented in this work can stand as a baseline
for other researchers tackling the students’ performance pre-
diction problem using dynamic data obtained from students
and combined with the students’ static data. Dealing with
datasets of students’ static data such as grades on various
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assessments is a much easier problem than approaching the
student performance from a holistic perspective that takes stu-
dents’ behavior while taking the assessments into account in
addition to their grades. In the future, this can lead researchers
to identify students with learning disabilities and be able to
diagnose the disability from behavior in assessments. It can
be also expanded to identify students with emotional and
psychological problems that might need intervention from
counselors.

Future work might include developing a more holistic
dataset that includes a more comprehensive set of dynamic
and static aspects of students. The authors also plan to
continue to work on the DEEDs dataset for multi-class clas-
sification to increase the classification according now that a
baseline has been set in this work.
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